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Copyright Notices
GENESIS is distributed under the GNU Lesser General Public License version 3.
Copyright ©2014-2021 RIKEN.

GENESIS is free software; you can redistribute it and/or modify it under the terms of the
GNU Lesser General Public License as published by the Free Software Foundation; either
version 3 of the License, or (at your option) any later version.
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GENESIS is distributed in the hope that it will be useful, but WITHOUT ANY WAR-
RANTY; without even the implied warranty of MERCHANTABILITY or FITNESS FOR
A PARTICULAR PURPOSE. See the GNU Lesser General Public License for more details.

You should have received a copy of the GNU Lesser General Public License along with
GENESIS - see the file COPYING and COPYING.LESSER. If not, see https://www.gnu.
org/licenses/.

It should be mentioned this package contains the following softwares for convenience. Please note that
these are not covered by the license under which a copy of GENESIS is licensed to you, while neither
composition nor distribution of any derivative work of GENESIS with these software violates the terms
of each license, provided that it meets every condition of the respective licenses.

SIMD-oriented Fast Mersenne Twister (SFMT)

SFMT is a new variant of Mersenne Twister (MT) introduced by Mutsuo Saito and Makoto Matsumoto
in 2006. The algorithm was reported at MCQMC 2006. The routine is distributed under the New BSD
License.

Copyright ©2006,2007 Mutsuo Saito, Makoto Matsumoto and Hiroshima University. Copy-
right ©2012 Mutsuo Saito, Makoto Matsumoto, Hiroshima University and The University
of Tokyo. All rights reserved.

Redistribution and use in source and binary forms, with or without modification, are permit-
ted provided that the following conditions are met:

* Redistributions of source code must retain the above copyright notice, this list of conditions
and the following disclaimer.

* Redistributions in binary form must reproduce the above copyright notice, this list of con-
ditions and the following disclaimer in the documentation and/or other materials provided
with the distribution.

* Neither the names of Hiroshima University, The University of Tokyo nor the names of its
contributors may be used to endorse or promote products derived from this software without
specific prior written permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBU-
TORS "AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT
NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND
FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED. INNO EVENT SHALL
THE COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, IN-
DIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES
(INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS
OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION)
HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CON-
TRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHER-
WISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF
ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

FFTE: A Fast Fourier Transform Package
FFTE (http://www.ftte.jp/) is written by Daisuke Takahashi (Tsukuba University).
Copyright ©2000-2004, 2008-2011 Daisuke Takahashi (Tsukuba University).
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You may use, copy, modify this code for any purpose (include commercial use) and without
fee. You may distribute this ORIGINAL package.

Complementary error function: erfc04

A Complementary error function routine (erfc04) is written by SunSoft, a Sun Microsystems, Inc. busi-
ness.

Copyright ©1993 Sun Microsystems, Inc.

Developed at SunSoft, a Sun Microsystems, Inc. business. Permission to use, copy, mod-
ify, and distribute this software is freely granted, provided that this notice is preserved (see
math_libs.fpp).

L-BFGS-B (version 3.0)

L-BFGS-B (http://users.iems.northwestern.edu/~nocedal/Ibfgsb.html) is written by C. Zhu, R. Byrd, J.
Nocedal and J. L. Morales.

This software is freely available, but we expect that all publications describing work us-
ing this software, or all commercial products using it, quote at least one of the references
given below. This software is released under the "New BSD License" (aka "Modified BSD
License" or "3-clause license").

R. H. Byrd, P. Lu and J. Nocedal. A Limited Memory Algorithm for Bound Constrained Op-
timization, (1995), SIAM Journal on Scientific and Statistical Computing, 16, 5, pp. 1190-
1208.

C. Zhu, R. H. Byrd and J. Nocedal. L-BFGS-B: Algorithm 778: L-BFGS-B, FORTRAN
routines for large scale bound constrained optimization (1997), ACM Transactions on Math-
ematical Software, Vol 23, Num. 4, pp. 550-560.

J.L. Morales and J. Nocedal. L-BFGS-B: Remark on Algorithm 778: L-BFGS-B, FOR-
TRAN routines for large scale bound constrained optimization (2011), ACM Transactions
on Mathematical Software, Vol 38, Num. 1, Article No. 7.



http://users.iems.northwestern.edu/~nocedal/lbfgsb.html

CONTENTS

Introduction 7
Getting Started 9
2.1 Installation of GENESIS . . . . . . . . . . . e 9
2.2 Basicusage of GENESIS . . . . . . . . .. 22
2.3 Controlfile . . . . . . . e e e 25
Available Programs 29
3.1 Simulators . . ..o e e 29
3.2 Analysistools . . . . . . L e e e e e e e e 33
3.3 Parallel /O tools . . . . . . . e e e e e e e e 37
Input section 38
4.1 Howtoprepareinputfiles. . . . . . . . .. .. L. 38
42 Generalinputfiles . . . . . . . . L e 39
4.3 Input files for implicit solvent models . . . . . ... ... ... L oo L. 40
4.4 Inputfilesforrestraint. . . . . . . . . . . .. e e e e 41
4.5 Input files for REMD and RPATH simulations . . . . ... ... ... .......... 42
4.6 Examples . . . . . ... e e e e e e e 42
Output section 45
5.1 Generaloutputfiles . . . . . . .. .. L 45
5.2 Output files in REMD and RPATH simulations . . . ... ... ... .......... 46
5.3 Output file in GaMD simulations . . . . . . . . . . ... ... . 46
5.4 Output file in Vibrational analysis . . . . . . . . ... ... . .. 46
5.5 Output file in FEP simulations . . . . . . . . ... ... . ... .. .. o . 47
5.6 Examples . . . . . e e e e 47
Energy section 48
6.1 Forcefields . . . . . . . . . . . e 48
6.2 Non-bonded interactions . . . . . . . . . . . ..o 49
6.3 Particle mesh Ewald method . . . . . ... ... ... ... ... .. . ... . ... 52
6.4 Lookuptable . . . . ... .. .. .. e 54
6.5 Generalized Born/Solvent-Accessible Surface-Areamodel . . . ... ... ... .... 55
6.6 EEF1, IMMI, and IMIC implicit solventmodels . . . . . . .. .. ... ... ...... 57
6.7 Residue-level coarse-grainedmodels . . . . . . ... ... oL oL, 60
6.8 Examples . . . . . . . e e e e e e e e e e 65
Dynamics section 67




10

11

12

13

14

15

16

7.1 Molecular dynamics simulations . . . . . ... ... L oL oL oo
7.2 Simulated annealing and heating . . . . . ... ... ... ... .
7.3 Targeted MD and Steered MD simulations . . . . . . ... ... ... ... ......
7.4 Examples . . . . . . e e e e e

Minimize section

8.1 Energy minimization . . . . . . . . . . .
8.2 Steepestdescentmethod . . . . . .. ... ...
83 LBFGSmethod . . . . .. . . . . e
8.4 Macro/micro-iteration scheme inQM/MM . . . . . . . ... ... .. ... 0.,
8.5 Fixing ring penetrations and chirality errors . . . . . . . .. ... ... L ...
8.6 Examples . . . . . .. e e e

Constraints section

9.1 SHAKE/RATTLE algorithms . . . . . . . . .. . ... . ..
9.2 SETTLE algorithm . . . . . . . . . . e e e e e
9.3 LINCSalgorithm . . . . . . . . . . e e
9.4 Examples . . . . . e e e e e e e

Ensemble section
10.1 Thermostat and barostat . . . . . . . . . . . . o v e e e e e e e e e
10.2 Examples . . . . . . . e e e e e e e e e e

Boundary section

11.1 Boundary condition . . . . . . . . . . . . e e e e
11.2 Domain decomposition . . . . . . . . . . . . e e
11.3 Spherical potential . . . . . . . . . .. e
11.4 Examples . . . . . . o e e e e e

Selection section
12.1 Atom selection . . . . . . . . . . e e e e e e e e
12.2 Examples . . . . . o o e e e e e

Restraints section
13.1 Restraintpotential . . . . . . . . . . . ... e
13.2 Examples . . . . . o o e e e e e e e e e

Fitting section
14.1 Structure fitting . . . . . . . . ... e e
142 Examples . . . . . o o e e e e e e e e e e

REMD section

15.1 Replica-exchange molecular-dynamics simulation (REMD) . . . . . ... ... ... ..
15.2 Replica-exchange umbrella-sampling (REUS) . . . . . .. ... ... ... ... ....
15.3 Replica-exchange with solute-tempering (¢REST) . . . . . . ... ... ... ... ...
15.4 Examples . . . . . . . e e e e e e e e

RPATH section

16.1 Reaction Path Search . . . . . . . . . . .. .. . ...
16.2 Minimum Free-Energy Path (MFEP) Search . . . . . . ... ... ... .........
16.3 Minimum Energy Path (MEP) Search . . . . . ... ... .. ... .. ... ... ...
16.4 Examples . . . . . . . o e e e e

73
73
74
75
75
76
78

79
79
80
81
81

82
82
84

86
86
87
87
89

91
91
92

94
94
97

99
99
100

101
101
103
104
105

108
108
108
110
112




GENESIS User Guide, 1.7.1

17 GAMD section 115
17.1 Gaussian accelerated Molecular Dynamics . . . . . . . . . . ... ... ... ...... 115
17.2 Examples . . . . . o o e e e e e e e e e 118

18 QMMM section 121
18.1 Quantum mechanics/Molecular mechanics method (QM/MM) . . . .. ... ... ... 121
18.2 Examples . . . . . . o e e e e e e e e 123

19 Vibration section 125
19.1 Vibrational analysis . . . . . . . . .. ... 125
19.2 Examples . . . . . . . e e e e e e e e e 127

20 Experiments section 128
20.1 Cryo-EM flexible fitting . . . . . . . . . . . . . e 128
20.2 Examples . . . . . e e e e e e 131

21 Alchemy section 133
21.1 Free energy perturbation . . . . . . . . . . . L e e e e e e 133
21.2 Parameters for alchemy section . . . . . . . . . . ... .. L Lo 139
21.3 Examples . . . . .o e e e 142

22 Trouble Shooting 145

23 Appendix 147
23.1 Install the requirements in Linux . . . . . . . . . .. ... ... .. .. .. ... 147
23.2 Install the requirementsin Mac . . . . . . . . . . .. L e 151

Bibliography 155

CONTENTS 6



CHAPTER
ONE

INTRODUCTION

GENESIS (Generalized-Ensemble Simulation System) is a suite of computer programs for carrying out
molecular dynamics (MD) simulations of biomolecular systems. MD simulations of biomolecules such
as proteins, nucleic acids, lipid bilayers, N-glycans, are used as important research tools in structural and
molecular biology. Many useful MD simulation packages [1] [2] [3] [4] [5] are now available together
with accurate molecular force field parameter sets [6] [7] [8] [9] [10]. Most of the MD software have
been optimized and parallelized for distributed-memory parallel supercomputers or PC-clusters. There-
fore hundreds of CPUs or CPU cores can be used efficiently for a single MD simulation of a relatively
large biomolecular system, typically composed of several hundred thousands of atoms. In recent years,
the number of available CPUs or CPU cores is rapidly increasing. The implmentation of highly effi-
cient parallel schemes is therefore required in modern MD simulation programs. Accelerators such as
GPGPU (General-Purpose computing on Graphics Processing Units) also become popular, and thus their
utilization is also desired. Actually, many MD program packages support various accelerators.

Our major motivation is to develop MD simulation software with a scalable performance on such mod-
ern supercomputers. For this purpose, we have developed the software from scratch, introducing the
hybrid (MPI + OpenMP) parallelism, several new parallel algorithms [11] [12], and GPGPU calculation.
Another motivation is to develop a simple MD program, which can be easily understood and modified
for methodological developments. These two policies (high parallel performance and simplicity) usually
conflict each other in computer software. To avoid the conflict, we have developed two MD programs
in GENESIS, namely SPDYN (Spatial decomposition dynamics) and ATDYN (Afomic decomposition
dynamics).

SPDYN and ATDYN share almost the same data structures, subroutines, and modules, but differ in
their parallelization schemes. In SPDYN, the spatial decomposition scheme is implemented with new
parallel algorithms [11] [12] and GPGPU calculation. In ATDYN, the atomic decomposition scheme is
introduced for simplicity. The performance of ATDYN is not comparable to SPDYN due to the simple
parallelization scheme. However, ATDYN is easier to modify for development of new algorithms or novel
molecular models. We hope that users develop new methodologies in ATDYN at first and, eventually,
port them to SPDYN for the better performance. As we maintain consistency between the source codes
of ATDYN and SPDYN, switching from ATDYN to SPDYN is not quite hard.

Other features in GENESIS are listed below:

* Not only atomistic molecular force field (CHARMM, AMBER) but also some coarse-grained mod-
els are available in ATDYN.

* For extremely large biomolecular systems (more than 10 million atoms), parallel input/output (I/O)
scheme is implemented.

* GENESIS is optimized for K and Fugaku computer (developed by RIKEN and Fujitsu company),
but it is also available on Intel-based supercomputers and PC-clusters.
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* GENESIS is written in modern Fortran language (90/95/2003) using modules and dynamic mem-
ory allocation. No common blocks are used.

¢ GENESIS is free software under the GNU Lesser General Public License (LGPL) version 3 or
later. We allow users to use/modify GENESIS and redistribute the modified version under the
same license.

This user manual mainly provides detailed description of keywords used in the control file. Tutorials for
standard MD simulations, REMD simulations, and some analyses are available online (https://www.r-
ccs.riken.jp/labs/cbrt/). We recommend new users of GENESIS to start from the next chapter to learn a
basic idea, installation, and work flow of the program.

Comparing to other MD software, e.g. AMBER, CHARMM, or NAMD, GENESIS is a very young MD
simulation program. Before releasing the program, the developers and contributors in GENESIS devel-
opment team worked hard to fix all bugs in the program, and performed a bunch of test simulations. Still,
there might be defects or bugs in GENESIS. Since we cannot bear any responsibility for the simulation
results produced by GENESIS, we strongly recommend the users to check the results carefully.

The GENESIS development team has a rich plan for future development of methodology and molecular
models. We would like to make GENESIS one of the most powerful and feasible MD software packages,
contributing to computational chemistry and biophysics. Computational studies in life science is still
at a very early stage (like ‘GENESIS’) compared to established experimental researches. We hope that
GENESIS pushes forward the computational science and contribute to bio-tech and medical applications
in the future.
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CHAPTER
TWO

GETTING STARTED

2.1 Installation of GENESIS

2.1.1 Requirements
Compilers

GENESIS works on various systems: laptop PCs, workstations, cluster machines, and supercomputers.
Since the source code of GENESIS is mainly written in Fortran language, Fortran compiler is the first re-
quirement for installation. In addition, “preprocessor” is required, because the source code is “processed”
according to the user’s computer environment before the compilation. One of the commonly used Fortran
compilers is gfortran, which is freely available as part of the GNU Compiler Collection (GCC). In this
case, cpp is selected as a preprocessor, which is also available freely. Another recommended Fortran
compiler is ifort provided by Intel Corporation which enables us to run the program much faster on
Intel CPU. In the Intel compiler package, fpp is provided as a preprocessor. Fujitsu compiler frtpx,
which also functions as a preprocessor, is suitable for Fujitsu machines like FX100.

MPI and OpenMP

Both ATDYN and SPDYN work on multiple CPU cores using MPI (Message Passing Interface) and
OpenMP protocols (hybrid MPI+OpenMP). MPI and OpenMP are commonly used for parallel comput-
ing. In general, MPI is employed for communication between different machines, nodes, or processors,
where the memory is not shared among them (distributed-memory). On the other hand, OpenMP is
employed in a single processor, and thus, memory is shared in the parallel computation.

OpenMP is natively supported in most modern Fortran compilers. As for MPI, however, the users may
have to install MPI libraries by themselves, especially, in the case of laptop PCs and workstations. One of
the commonly used MPI software is OpenMPI (https://www.open-mpi.org/). When the users install the
OpenMPI libraries in the computer, the users must specify Fortran and C compilers (e.g., gfortran and
gcc) to be used with MPI. After installing the libraries, the users can use mpif90, mpicc, and mpirun,
which are necessary to compile and run the program that is parallelized with MPI. OpenMPI is available
freely, and the example installation scheme is shown in Appendix. Intel and Fujitsu Corporations are also
providing their own MPI libraries for parallel computation.
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Mathematical libraries

GENESIS utilizes mathematical libraries such as LAPACK and BLAS (http://www.netlib.org/lapack/).
These libraries enable us to efficiently solve complicated mathematical equations such as eigenvalue
problems and singular value decomposition. The users have to install these libraries by themselves, if
they are not installed in the computer (see Appendix). In the case of the Intel and Fujitsu compilers, Intel
MKUL and Fujitsu SSL II are automatically selected, respectively.

GPGPU

SPDYN works not only with CPU but also with CPU+GPU. Some of the source code in SPDYN are writ-
ten in CUDA, which enables us to effectively run the program on NVIDIA GPU cards. If the users want
to run SPDYN with GPGPU calculations, the CUDA toolkit (https://developer.nvidia.com/cuda-toolkit)
must be also installed in the computer. Note that OpenACC is not employed in GENESIS currently.

The recommended compilers, preprocessors, and libraries for GENESIS are listed below. Please make
sure that at least one of them in each section is installed on your system (GPU is optional). If the users
do not use the Intel or Fujitsu compilers, the combination of GCC compiler, GCC preprocessor, and
OpenMPI is recommended.

* Operating systems (see Appendix)
— Linux
— macOS
¢ Fortran and C compilers
— GCC compiler gfortran, gcc (version 4.4.7 or higher is required)
— Intel compiler ifort, icc
— Fujitsu compiler frtpx, fccpx
* Preprocessors
— GCC preprocessor cpp
— Intel preprocessor fpp

— Fujitsu compiler frtpx

MPI libraries for parallel computing
— OpenMPI mpirun, mpif90, mpicc
— Intel MPI
— Fujitsu MPI
* Numerical libraries for mathematical algorithms
— LAPACK/BLAS
— Intel Math Kernel Library (MKL)
— Fujitsu Scientific Subroutine Library (SSL II)

GPU (Optional)

2.1. Installation of GENESIS 10


http://www.netlib.org/lapack/
https://developer.nvidia.com/cuda-toolkit

GENESIS User Guide, 1.7.1

— NVIDIA GPU cards which support Compute Capability (CC) 3.5 or higher

— The following GPU cards and CUDA versions have been tested by the GENESIS developers
* NVIDIA K20, K40, P100, TITAN V, GTX 1080, GTX 1080Ti, RTX 2080, RTX 2080Ti
s CUDA ver. 8.0,9.0,9.1,9.2, 10.0

Note: If you are using a supercomputer in universities or research institutes, there is a high chance that
the system already provides the above requirements so that you don’t need to install yourself. Please refer
to the users’ guide of the supercomputer, or consult the system administrator.

In general, the latest version of CUDA does not support the latest version of GCC compiler. If you cannot
compile GENESIS with new CUDA (ver. 10) and new GCC compiler (ver. 8.0 or higher), please first
make an attempt to install CUDA with older GCC compilers (ver. 7.0 or older), and then install GENESIS
with those CUDA and GCC compilers.

2.1. Installation of GENESIS 11
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2.1.2 General scheme for installation
Step1. Download the source code

The source code of GENESIS is available in the GENESIS website (https://www.r-ccs.riken.jp/labs/
cbrt/download/). The users have to first uncompress the download file in an appropriate directory. Here,
we assume that the users install GENESIS in “SHOME/genesis”. The “src” directory contains the source
code, and “COPYING?” is the software license.

$ mkdir $HOME/genesis

$ cd $HOME/genesis

$ mv ~/Downloads/genesis-1.7.1.tar.bz2 ./

$ tar xvfj genesis-1.7.1.tar.bz2

$ cd genesis-1.7.1

$ 1s

AUTHORS Makefile.am aclocal.m4 depcomp src
COPYING Makefile.in compile fortdep.py
Changelog NEWS configure install-sh
INSTALL README configure.ac missing

Step2. Configure

In order to compile the source code, the users execute the “configure” script in the directory. This script
automatically detects appropriate compilers, preprocessors, and libraries in the users’ computer, and
create “Makefile”.

$ ./configure

If you encountered a failure in the configure command, please check the error message carefully. You may
have to add appropriate options in this command according to your computer environment (see Advanced
installation). The followings are possible suggestions to solve frequent problems. Other solutions might
be found in the online page (https://www.r-ccs.riken.jp/labs/cbrt/installation/).

* First of all, please check whether the Fortran and C compilers are installed in your computer. If
you are going to run GENESIS with multiple CPUs, you should additionally install MPI libraries
such as OpenMPI before compiling GENESIS (see Appendix).

* If you see the error message “configure: error: Fortran compiler cannot create executables”, it
may imply that the path to the installed compilers or MPI libraries might not be correctly set
in “~/.bashrc” or “~/.bash_profile” (see Appendix). This configure script automatically detects
“mpif90”, “mpifrtpx”, or “mpifrt” for Fortran compiler, and “mpicc”, “mpifccpx”, or “mpifrt” for
C compiler. The error message may indicate that the detection was failed due to some reasons.
For example, if you installed OpenMPI in your computer, both “mpif90” and “mpicc” should be
detected. Please check the path to these executables by typing the “which” command (e.g., which
mpif90) in the terminal window. If you cannot see any paths, setting of the path in “~/.bashrc” or
“~/.bash_profile” might have a mistake (see Appendix). You should also check typing mistakes of

the path.

* If the recommended software are not used in compilation, warning messages might be displayed in
the terminal when the configure command is executed. Those messages are just a warning (not an

2.1. Installation of GENESIS 12
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error), and you may continue the compilation. However, we strongly recommended you to verity
the installation in such cases (see Verify the installation).

* In some supercomputer systems, ‘“module load [module]” command is required to use compliers,

and need to be set before the configure. See the user guide of the system.

* Try “autoreconft™ or ““./bootstrap” before the configure command, if your computer environment is
significantly different from what we assume and/or if you modify “configure.ac” or “Makefile.am”

by yourself.

Step3. Make install

After the “configure” command is successful, type the following command to compile and install GEN-

ESIS. All programs in GENESIS are compiled and installed into the “./bin” directory by default.

$ make install

If you encountered a failure, please check the error message carefully. In many cases, errors are caused
by invalid path of compilers and libraries. The followings are possible suggestions to solve frequent
problems. Other solutions might be found in the online page (https://www.r-ccs.riken.jp/labs/cbrt/

installation/).

* If the error message is like “/usr/bin/ld: cannot find -Iblas” or “/usr/bin/ld: cannot find -llapack”,
make sure that the BLAS or LAPACK libraries are installed in the computer (see also Appendix).
The users may also have to set the path to the libraries in the “configure” command with the

“LAPACK_LIBS” or “LAPACK_PATH” option (see Advanced installation).

* If you have installed additional software or libraries to solve a make error, please execute “make

clean”, and try Step2 and “make install” again.

Step4. Confirmation

After the installation is successfully finished, the following binary files are found in the “bin” directory.

There are 42 programs in total. Brief description of each program is shown in Available Programs.

$ 1s ./bin

atdyn
avecrd_analysis
comcrd_analysis
contact_analysis
crd_convert
density_analysis
diffusion_analysis
distmat_analysis
drms_analysis
dssp_interface
eigmat_analysis
emmap_generator
prjcrd_analysis
prst_setup

fret_analysis
hb_analysis
hbond_analysis
kmeans_clustering
lipidthick_analysis
mbar_analysis
meanforce_analysis
msd_analysis
pathcv_analysis
pcavec_drawer
pcrd_convert
pmf_analysis
trj_analysis
wham_analysis

gmmm_generator
gval_analysis
rdf_analysis
remd_convert
rg_analysis
rmsd_analysis
rpath_generator
rst_convert
rst_upgrade
sasa_analysis
spdyn
tilt_analysis
flccrd_analysis

2.1. Installation of GENESIS
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2.1.3 Advanced installation

In the above scheme, GENESIS is installed with default options, and all installed programs run on CPU
with double precision calculation. The users can specify additional options in the configure command
according to the users’ computer environment or desired conditions. The full lists of the available options
are obtained by “. /configure --help”. The representative options are as follows.

--enable-single

Turn on single precision calculation. In this case, only SPDYN is installed.
--enable-gpu

Turn on GPGPU calculation. In this case, only SPDYN is installed.
--with-cuda=PATH

Define path to the CUDA libraries manually.
--disable-mpi

Turn off MPI parallelization. In this case, SPDYN is not installed.
--disable-openmp

Turn off OpenMP parallelization.
--disable-parallel_IO

Do not install the parallel I/O tool (prst_setup)
--enable-debug

Turn on program debugging (see below)
--prefix=PREFIX

Install the programs in the directory designated by PREFIX
--with-msmpi

Turn on use of MSMPI. Compilation and execution must be done on Windows10.

Configuration with non-default compilers

Although the compilers are set to “mpif90” and “mpicc” by default, the users may specify different
compilers by configure commands. Fortran compiler is specified with FC and F77, and C compiler with
CC. For example, in the case of “mpiifort” and “mpiicc”, the following options are added:

$ ./configure CC=mpiicc FC=mpiifort F77=mpiifort
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Configuration with an explicit path to LAPACK/BLAS libraries

The following is an example command to set the path to LAPACK and BLAS libraries that are installed in
$HOME/Software/lapack-3.8.0/ (see also Appendix). Please be careful about the filename of the installed
libraries. If the BLAS libraries are installed as “librefblas.a”, the option “-Irefblas” must be used. If
“librefblas.a” is renamed to “libblas.a”, the following command can be used. Linking with the reverse
order of “-llapack™ and “-lblas” might also cause a failure of installation of GENESIS.

$ ./configure LAPACK_LIBS="-L$HOME/Software/lapack-3.8.0 -1llapack -1lblas"

or use the “LAPACK_PATH” option:

$ ./configure LAPACK_PATH=$HOME/Software/lapack-3.8.0

Configuration for single-precision calculation on CPU

The following command is used to turn on single-precision calculation in SPDYN. In this case, force
calculations are carried out with single precision, while integration of the equations of motion as well as
accumulation of the force and energy are still done with double-precision.

$ ./configure --enable-single

Only SPDYN that works on CPU will be installed with this option. If the user additionally needs anal-
ysis tools as well as ATDYN, one must prepare another GENESIS directory, and install without the
“--enable-single” option.

Configuration for GPGPU calculation

In the following command, the users install SPDYN that works on CPU+GPU with single-precision
calculation. If “--enable-single” is omitted in the command, SPDYN works on CPU+GPU with
double-precision calculation.

$ ./configure --enable-single --enable-gpu

Here, if the users encountered an error message like “nvcc: command not found”, make sure that the
CUDA Toolkit is installed in the computer. In typical Linux workstations or cluster machines, CUDA
is installed in “/usr/local/cuda-x.x/” or “/usr/lib/x86_64-linux-gnu/”’, and “nvcc” should be in a “bin”
directory of the install directory. The path to “nvcc” and CUDA libraries should be set in a startup file
such as “~/.bashrc”. For example, add the following information to “~/.bashrc” in the case of CUDA 9.0,

CUDAROOT=/usr/local/cuda-9.0
export PATH=$CUDAROOT/bin:$PATH
export LD_LIBRARY_PATH=$CUDAROOT/1ib64:/1ib:$LD_LIBRARY_PATH

then reload “~/.bashrc” and try the configure command again. If there still remain some troubles, explic-
itly specify a path to CUDA libraries in the configure command by:
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$ ./configure --enable-single --enable-gpu --with-cuda=/usr/local/cuda-9.0

Configuration for supercomputer systems

The configuration for supercomputer systems may require non-standard setups. In the online usage page,
we describe recommended configure options for some supercomputers (https://www.r-ccs.riken.jp/labs/
cbrt/usage/).

For example, the following commands are used to compile GENESIS on HOKUSAI GreatWave (FX100)
in RIKEN. Note that the parallel I/O tool (prst_setup) is not compiled in this configuration, because
Fujitsu compiler has a trouble in compiling prst_setup (see aldo Available Programs).

$ module load sparc
$ ./configure --host=k

Configuration for single CPU calculations

By specifying the “--disable-mpi” option, the users can install GENESIS that can work on one CPU.
The configure script automatically looks for “gfortran”, “ifort”, “frt”, or “frtpx” for Fortran compiler,

and “gec”, “icc”, “fcc”, or “feepx” for C compiler. Therefore, in this case MPI libraries are not required
for the installation and execution of GENESIS. ATDYN and analysis tools are installed.

$ ./configure --disable-mpi

Configuration for program debugging

If the users encountered memory leak errors during the simulation using GENESIS, the origin of the
error might be tracked by using a program compiled with a debug option. Note that the debug option
makes the calculation much slow. In this case, the runtime check is activated only for CPU codes, even
if the “—enable-gpu” option is added to the command.

$ ./configure --enable-debug=3

Note that --enable-debug corresponds to --enable-debug=1.
* 0 =no debugging (default)

* 1 = debugging without intensive optimization

2 = LEVELI1 + debug information (-g and -DDEBUG)

3 =LEVEL2 + memory check (if possible)

4 = LEVEL3 + full check (intel compiler only)
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Installation using multiple CPU cores (parallel compile)

In Step3, -j option is available, which enables quick compilation of the program using multiple CPU
cores. The following command uses 4 CPU cores.

$ make -j4 install

If you encountered an error message like “Fatal Error: Can’t delete temporary module file ‘...: No such
file or directory”, please try “make install” without the “-j” option.
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2.1.4 Verify the installation

The users can verify the installation of GENESIS by using test sets which are available in the GEN-
ESIS website (https://www.r-ccs.riken.jp/labs/cbrt/download/). Please uncompress the downloaded file
in an appropriate directory, and move to the “regression_test” directory. Note that the file name of the
tar.bz?2 file contains the date (year, month, and day), so please change the following execution commands
accordingly.

$ cd $HOME/genesis

$ mv ~/Downloads/tests-1.7.1_YYMMDD.tar.bz2 ./

$ tar xvfj tests-1.7.1_YYMMDD.tar.bz2

$ cd tests-1.7.1_YYMMDD/regression_test

§ 1s

build test_analysis test_gamd_spdyn test_rpath_atdyn
charmm.py  test_atdyn test_nonstrict.py test_rpath_spdyn
cleanup.sh test_common test_parallel _I0 test_spana
fep.py test_fep test_remd.py test_spdyn
genesis.py test_fep.py test_remd_common test_vib

param test_gamd.py test_remd_spdyn test_vib.py
test.py test_gamd_atdyn test_rpath.py

In the sub-directories in “regression_test”, the users can find a lot of input files ("inp”), in which various
combinations of simulation parameters are specified. In addition, each sub-directory contains output file

(’ref”) obtained by the developers. The users run “test.py”, “test_remd.py”, “test_rpath.py”, and so on,
which enable automatic comparison between the users’ and developers’ results for each MD algorithm.

Run the basic tests

The following is an example command to verify the two simulators atdyn and spdyn for basic MD and
energy minimization. Here, the programs are executed using 1 CPU core with the “mpirun” command.
The users can increase the number of MPI processors according to the users’ computer environment, but
only 1, 2, 4, or 8 are allowed in these tests. Other MPI launchers such as “mpiexec” are also available in
the command. There are about 50 test sets, and each test should finish in a few seconds.

$ export OMP_NUM_THREADS=1
$ ./test.py "mpirun -np 1 ~/genesis/genesis-1.7.1/bin/atdyn"
$ ./test.py "mpirun -np 1 ~/genesis/genesis-1.7.1/bin/spdyn"

If any tests cannot run, please check the following points:
* Number of OpenMP threads should be specified before running the tests (one is recommended).

* Original executable file name (e.g., spdyn and atdyn) must not be changed.

E)

* Python ver. 3 does not work. Please use ver. 2.x, and run “python2.x ./test.py ...
* Regression tests via a queuing system or batch script may not work.

The “test.py” script compares energy in log file between the developer’s and user’s ones. If the energy
differences are less than the tolerance (default = 1.00e-08), “Passed” is displayed for each test. Among the
physical quantities in the log file, virial is the most sensitive to numerical factors, and thus, the tolerance
for virial is set to a larger value (1.00e-06). After all tests are finished, the total number of succeeded,
failed, and aborted runs will be displayed at the end.
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Passed 46 / 46
Failed O / 46
Aborted 0 / 46

If all tests were passed, it means that your GENESIS can generate identical results to the developer’s
GENESIS. Note that the developer’s GENESIS was compiled with Intel compilers, Intel MKL, Open-
MPI library, and the double precision option on Intel CPUs. If your computer system is significantly
different from the developer’s one, unexpected numerical errors may happen, which can cause failures
in some tests. If there were any aborted tests, the users had better check their log or error files care-
fully, which exist in the tested sub-directory, and figure out why the error happened. The followings are
suggestions to solve typical problems:

* If some tests were aborted due to “memory allocation error”, the reason might come from limitation
of the memory size. Namely, those tested systems were too large for your computer. The problem
should not be so serious.

* Available number of MPI slots in your computer might be actually smaller than the given number
of MPI processors. Try to use less number of MPI processors.

* Try to specify the “absolute path” to the program instead of using “relative path”.
* Make sure that the MPI environment is properly set.

* Detailed solutions in specific supercomputer systems might be found in the GENESIS website
(https://www.r-ccs.riken.jp/labs/cbrt/usage/).

Run the additional tests

By using a similar way, the users can check other functions in atdyn and spdyn, such as GaMD, REMD,
path sampling, vibrational analysis, parallel I/O, and GPGPU calculation. Available number of MPI
processors depends on each test (test_gamd: 1, 2, 4, 8; test_remd: 4, 8, 16, 32; test_rpath: 8; test_vib:
8; parallel_io: 8; gpu: 1, 2, 4, 8). As for the GPGPU tests, the users must use spdyn that was installed
with the “—enable-gpu” option. The parallel_io tests require both spdyn and prst_setup. Note that
prst_setup is not installed in some cases according to the configure options or compilers (see Advanced
installation). In order to run the analysis tool tests, the users first move to “test_analysis”, and then
execute “./test_analysis.py”’. Note that MPI is not used in the analysis tool tests. In a similar way, the
users can test the SPANA (spatial decomposition analysis) tool sets. SPANA tool sets are tested with 1,
2, 4, and 8 MPI processes.

$ export OMP_NUM_THREADS=1

$ ./test_gamd.py "mpirun -np 1 ~/genesis/genesis-1.7.1/bin/atdyn"
$ ./test_gamd.py "mpirun -np 1 ~/genesis/genesis-1.7.1/bin/spdyn"
$ ./test_remd.py "mpirun -np 4 ~/genesis/genesis-1.7.1/bin/atdyn"
$ ./test_remd.py "mpirun -np 4 ~/genesis/genesis-1.7.1/bin/spdyn"
$ ./test_fep.py "mpirun -np 8 ~/genesis/genesis-1.7.1/bin/spdyn"

$ ./test_rpath.py "mpirun -np 8 ~/genesis/genesis-1.7.1/bin/atdyn"
$ ./test_rpath.py "mpirun -np 8 ~/genesis/genesis-1.7.1/bin/spdyn"
$ ./test_vib.py "mpirun -np 8 ~/genesis/genesis-1.7.1/bin/atdyn"
$ ./test.py "mpirun -np 8 ~/genesis/genesis-1.7.1/bin/spdyn" parallel_io
$ ./test.py "mpirun -np 8 ~/genesis/genesis-1.7.1/bin/spdyn" gpu

(continues on next page)
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(continued from previous page)

$ cd test_analysis

$ ./cleanup.sh

$ export OMP_NUM_THREADS=1

$ ./test_analysis.py ~/genesis/genesis-1.7.1/bin/
$ cd test_spana

$ ./cleanup.sh

$ export OMP_NUM_THREADS=1

$ ./test_spana.py ~/genesis/genesis-1.7.1/bin/

Note: Some tests might be using “abnormal” parameters or conditions in the input files for the sake of
simple tests. Do not use such parameters in your research. “Normal” parameters are mainly introduced
in this user manual or online tutorials.
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2.1.5 Clean install and re-compilation

The following commands are used to fully recompile GENESIS. Note that the direct “make clean” com-
mand may not work in the case where Makefiles were created in another machine. In this case, the
users must run the “./configure” command before “make clean”.

$ make clean

$ make distclean

§ ./configure [option]
$ make install

2.1.6 Uninstall

The user can uninstall GENESIS by just removing the program directory. If the user changed the install
directory by specifying “--prefix=PREFIX” in the configure command, please remove the programs
(atdyn, spdyn, and so on) in the “PREFIX” directory.

$ rm -rf $HOME/genesis/genesis-1.7.1
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2.2 Basic usage of GENESIS

2.2.1 Running GENESIS on a command line

The GENESIS programs are executed on a command line. The first argument is basically interpreted
as an input file of the program. The input file, which we call control file hereafter, contains parameters
for simulations. The following examples show typical usage of the GENESIS programs. In the case of
serial execution,

$ [program_name] [control_file]

In the case of parallel execution with “mpirun”,

$ mpirun -np n [program_name] [control_file]

For example, SPDYN is executed in the following way using 8 MPI processors:

$ mpirun -np 8 ~/genesis/genesis-1.7.1/bin/spdyn INP

The users should specify an OpenMP thread number explicitly before running the program. Appropriate
number of CPU cores must be used according to the user’s computer environment (see also Available
Programs). For example, if the users want to use 32 CPU cores in the calculation, the following command
might be executed.

$ export OMP_NUM_THREADS=4
$ mpirun -np 8 ~/genesis/genesis-1.7.1/bin/spdyn INP

As for the analysis tools, the usage is almost same, but mpirun is not used. Note that some analysis tools
(e.g., mbar_analysis, wham_analysis, msd_analysis, and drms_analysis) are parallelized with OpenMP.

# RMSD analysis tool
$ ~/genesis/genesis-1.7.1/bin/rmsd_analysis INP

# MBAR analysis
export OMP_NUM_THREADS=4
$ ~/genesis/genesis-1.7.1/bin/mbar_analysis INP

LG

2.2.2 Automatic generation of a template control file

Basic usage of each program is shown by executing the program with the -h option. In addition, sample
control file of each program can be obtained with the -h ctrl option:

# Show the usage of the program
$ [program_name] -h

# Display a template control file
$ [program_name] -h ctrl [module_name]
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For example, in the case of SPDYN, the following messages are displayed:

$ spdyn -h

# normal usage
% mpirun -np XX ./spdyn INP

# check control parameters of md
% ./spdyn -h ctrl md

# check control parameters of min
% ./spdyn -h ctrl min

# check control parameters of remd
% ./spdyn -h ctrl remd

# check control parameters of rpath
% ./spdyn -h ctrl rpath

# check all control parameters of md
% ./spdyn -h ctrl_all md

(skipped...)

This message tells the users that SPDYN can be executed with mpirun. A template control file for molec-
ular dynamics simulation (md) can be generated by executing SPDYN with the -h ctrl md option. The
same way is applicable for energy minimization (min), replica exchange simulation (remd), and replica
path sampling simulation (rpath). The template control file for energy minimization is shown below. If
the users want to show all available options, please specify ctrl_all instead of ctrl. The users can
edit this template control file to perform the simulation that the users want to do.

§$ ~/genesis/genesis-1.7.1/bin/spdyn -h ctrl min > INPMIN
$ less INPMIN

[INPUT]

topfile = sample.top # topology file

parfile = sample.par # parameter file

psffile = sample.psf # protein structure file
pdbfile = sample.pdb # PDB file

[ENERGY]

forcefield = CHARMM # [CHARMM,AMBER,GROAMBER,GROMARTINI]
electrostatic = PME # [CUTOFF,PME]

switchdist = 10.0 # switch distance

cutoffdist =12.0 # cutoff distance

pairlistdist = 13.5 # pair-list distance
[MINIMIZE]

method = SD # [SD]

(continues on next page)
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(continued from previous page)

nsteps = 100 # number of minimization steps
[BOUNDARY]
type = PBC # [PBC, NOBC]
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2.3 Control file

In the control file, detailed simulation conditions are specified. The control file consists of several sections
(e.g., [INPUT], [OUTPUT], [ENERGY], [ENSEMBLE], and so on), each of which contains closely-
related keywords. For example, in the [ENERGY] section, parameters are specified for the potential
energy calculation such as a force field type and cut-off distance. In the [ENSEMBLE] section, there
are parameters to select the algorithm to control the temperature and pressure in addition to the target
temperature and pressure of the system. Here, we show example control files for the energy minimization
and normal molecular dynamics simulations.

2.3.1 Example control file for the energy minimization

The control file for the energy minimization must include a [MINIMIZE] section (see Minimize section).
By using the following control file, the users carry out 2,000-step energy minimization with the steepest
descent algorithm (SD). The CHARMM36m force field is used, and the particle mesh Ewald (PME)
method is employed for the calculation of long-range interaction.

[INPUT]

topfile = top_all36_prot.rtf # topology file

parfile = par_all36m_prot.prm # parameter file

strfile = toppar_water_ions.str # stream file

psffile = build.psf # protein structure file
pdbfile = build.pdb # PDB file

[OUTPUT]

dcdfile = min.dcd # coordinates trajectory file
rstfile = min.rst # restart file

[ENERGY]

forcefield = CHARMM # CHARMM force field
electrostatic = PME # Particl mesh Ewald method
switchdist = 10.0 # switch distance (Ang)
cutoffdist = 12.0 # cutoff distance (Ang)
pairlistdist = 13.5 # pair-list cutoff distance (Ang)
pme_nspline =4 # order of B-spline in PME
pme_max_spacing = 1.2 # max grid spacing allowed (Ang)
vdw_force_switch = YES # turn on van der Waals force switch
contact_check = YES # turn on clash checker
[MINIMIZE]

method = SD # Steepest descent method
nsteps = 2000 # number of steps

eneout_period = 100 # energy output freq
crdout_period = 100 # coordinates output frequency
rstout_period = 2000 # restart output frequency
nbpdate_period = 10 # pairlist update frequency
[BOUNDARY]

type = PBC # periodic boundary condition

(continues on next page)
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(continued from previous page)

box_size_x
box_size_y
box_size_z

# Box size in X dimension (Ang)
# Box size in Y dimension (Ang)
# Box size in Z dimension (Ang)

2.3. Control file
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2.3.2 Example control file for normal MD simulations

The control file for normal MD simulations must include a [DYNAMICS] section (see Dynamics sec-
tion). By using the following control file, the users carry out a 100-ps MD simulation at 7" = 298.15
K and P = 1 atm in the NPT ensemble. The equations of motion are integrated by the RESPA algo-
rithm with a time step of 2.5 fs, and the bonds of light atoms (hydrogen atoms) are constrained using the
SHAKE/RATTLE and SETTLE algorithms. The temperature and pressure are controlled with the Bussi
thermostat and barostat.

[INPUT]

topfile = top_all36_prot.rtf # topology file
parfile = par_all36m_prot.prm # parameter file
strfile = toppar_water_ions.str # stream file

psffile = build.psf # protein structure file

pdbfile = build.pdb # PDB file

rstfile = min.rst # restart file

[OUTPUT]

dcdfile = md.dcd # coordinates trajectory file
rstfile = md.rst # restart file

[ENERGY]

forcefield = CHARMM # CHARMM force field
electrostatic = PME # Particl mesh Ewald method
switchdist = 10.0 # switch distance (Ang)
cutoffdist =12.0 # cutoff distance (Ang)
pairlistdist = 13.5 # pair-list cutoff distance (Ang)
pme_nspline =4 # order of B-spline in PME
pme_max_spacing = 1.2 # max grid spacing allowed (Ang)
vdw_force_switch = YES # turn on van der Waals force switch
[DYNAMICS]

integrator =  VRES # RESPA integrator

timestep = 0.0025 # timestep (2.5fs)

nsteps = 40000 # number of MD steps (100ps)
eneout_period = 400 # energy output period (Ips)
crdout_period = 400 # coordinates output period (1ps)
rstout_period = 40000 # restart output period
nbupdate_period = 10 # nonbond update period
elec_long_period = 2 # period of reciprocal space calculation
thermostat_period = 10 # period of thermostat update
barostat_period = 10 # period of barostat update
[CONSTRAINTS]

rigid_bond = YES # constraint all bonds involving hydrogen
[ENSEMBLE]

ensemble = NPT # NPT ensemble

tpcontrol = BUSSI # BUSSI thermostat and barostat
temperature = 300 # target temperature (K)

(continues on next page)
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(continued from previous page)

pressure =1.0 # target pressure (atm)
[BOUNDARY]
type = PBC # periodic boundary condition
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CHAPTER
THREE

3.1 Simulators

3.1.1 Basic functions

atdyn

AVAILABLE PROGRAMS

The simulator that is parallelized with the atomic decomposition scheme. In most cases,
atdyn is applied to small systems or coarse-grained systems. The program runs on CPU
with the hybrid MPI+OpenMP protocol, where only double-precision calculation is avail-
able. Since the atomic decomposition is a simple parallelization scheme, the source code is
actually simple compared to that for the domain decomposition. Therefore, this program is
also useful to develop a new function of GENESIS.

spdyn

The simulator that is parallelized with the domain decomposition scheme. The program
is designed to achieve high-performance molecular dynamics simulations, such as micro-
second simulations and cellular-scale simulations. The program runs on not only CPU but
also CPU+GPU with the hybrid MPI+OpenMP protocol. Here, beside double-precision,
mixed-precision calculations are also available. In the mixed-precision model, force calcu-
lations are carried out with single precision, while integration of the equations of motion as

well as accumulation of the force and energy are done with double-precision.

Table 3.1: Available functions in atdyn and spdyn

Function atdyn spdyn

Energy minimization (O (SD and LBFGS) O (SD)

All-atom molecular dynamics O O

Coarse-grained molecular dynamics O O (All-atom Go-model)
Implicit solvent model O —
Replica-exchange method O O

Gaussian accelerated MD O O

Reaction path search (O (MEP and MFEP) O (MFEP)
QM/MM calculation O -

Vibrational analysis O -

Cryo-EM flexible fitting O O

Precision double double/mixed
GPGPU calculation — O (All-atom MD)
Parallel I/O — O

29



GENESIS User Guide, 1.7.1

3.1.2 Atomic and domain decomposition schemes

In the atomic decomposition MD, which is also called a replicated-data MD algorithm, all MPI proces-
sors have the same coordinates data of all atoms in the system. MPI parallelization is mainly applied to
the “DO loops” of the bonded and non-bonded interaction pair lists for the energy and force calculations.
Fig. 3.1 (a) shows a schematic representation of the atomic decomposition scheme for the non-bonded
interaction calculation in a Lennard-Jones system, where 2 MPI processors are used. In this scheme,
MPI_ALLREDUCE must be used to accumulate all the atomic forces every step, resulting in large com-
munication cost.

In the domain-decomposition MD, which is also called a distributed-data MD algorithm, the whole sys-
tem is decomposed into domains according to the number of MPI processors, and each MPI processor
is assigned to a specific domain. Each MPI processor handles the coordinates data of the atoms in the
assigned domain and in the buffer regions near the domain boundary, and carries out the calculation of
the bonded and non-bonded interactions in the assigned domain, enabling us to reduce computational
cost. In this scheme, communication of the atomic coordinates and forces in the buffer region is essen-
tial. Fig. 3.1 (b) is a schematic representation of the domain decomposition scheme, where the system is
decomposed into two domains to use 2 MPI processors. Note that in the figure the system periodicity is
not considered for simplicity.

(a) (b) Domainl Domain2
N T AA L O ! H
/" Particle E O O
J cur |O | Q cPU2
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3 e f '
2 i-j pairs handled by CPU2 O ! ! O
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Send coordinates
cru2 [BBRERBIET - TaATA] receive forces L L LT ] ] feeu2
Send and receive 3N forces between CPUs in the buffer region Particles

Fig. 3.1: Parallelization scheme in the (a) atomic decomposition and (b) domain decomposition.

3.1.3 Hybrid MPI+OpenMP calculation in SPDYN

The users had better understand a basic scheme of parallel calculation in SPDYN to get the best perfor-
mance in the calculation. As described above, the simulation box is divided into domains according to
the number of MPI processors. Each domain is further divided into smaller cells, each of whose size is
adjusted to be approximately equal to or larger than the half of “pairlistdist + . Here, “pairlistdist” is
specified in the control file, and o depends on the algorithms used in the simulation (see the next sub-
section). Note that all domains or cells have the same size with a rectangular or cubic shape. Each MPI
processor is assigned to each domain, and data transfer or communication about atomic coordinates and
forces is achieved between only neighboring domains. In addition, calculation of bonded and non-bonded
interactions in each domain is parallelized based on the OpenMP protocol. These schemes realize hy-
brid MPI+OpenMP calculation, which is more efficient than flat MPI calculation on recent computers
with multiple CPU cores. Because MPI and OpenMP are designed for distributed-memory and shared-
memory architectures, respectively, MPI is mainly used for parallelization between nodes and OpenMP
is used within one node.
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The following figures illustrate how the hybrid MPI+OpenMP calculations are achieved in SPDYN. In
Fig. 3.2 (a) and 2(b), 8 MPI processors with 4 OpenMP threads (32 CPU cores in total), and 27 MPI
processors with 2 OpenMP threads (54 CPU cores in total) are used, respectively. In these Figures, only
XY dimensions are shown for simplicity.

(a) ~0.5x(pairlistdist + o) (b)
Cbmputed by 4 C;PUs Cell f\Computed‘ by 2 CPUs Cell
Domain \ l ¥
. NI
Domain NiS I, e
Re Z T 0
‘U?o'," ;
o
2x2x2=38domains 3x3x3=27domains
8 MPI processors x 4 OpenMP threads = 32 CPU cores 27 MPI processors x 2 OpenMP threads = 54 CPU cores

Fig. 3.2: Schematic representation of the hybrid MPI+OpenMP calculation in SPDYN.

For Case (a), the following commands are used:

$ export OMP_NUM_THREADS=4
$ mpirun -np 8 ~/genesis/genesis-1.7.1/bin/spdyn INP > log

For Case (b), the following commands are used:

$ export OMP_NUM_THREADS=2
$ mpirun -np 27 ~/genesis/genesis-1.7.1/bin/spdyn INP > log

In the log file, the users can check whether the given numbers of MPI processors and OpenMP threads
are actually employed or not. The following information should be found in the log file for instance for
Case (a):

[STEP2] Setup MPI

Setup_Mpi_Md> Summary of Setup MPI
number of MPI processes = 8
number of OpenMP threads
total number of CPU cores

Il
i

32

Note: In most cases, the number of domains in each dimension is automatically determined according
to the given number of MPI processors. However, if such automatic determination is failed, the users
must specify the number of domains explicitly in the control file (see Boundary section).
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3.1.4 Limitation of the available MPI processors

Basically, there is no strict limitation in the available number of MPI processors in ATDYN. However,
there are a few limitations in SPDYN. First, the number of domains must be equal to the number of
MPI processors. Second, one domain must be composed of at least 8 cells (= 2x2x2), where the cell
size in one dimension is automatically set to be larger than the half of “pairlistdist + a”, The following
table summarizes the o value in each algorithm. According to these rules, the available “maximum”
number of MPI processors (Nyax) for a certain target system is mainly determined by the simulation
box size and “pairlistdist”. For example, if the box size of your target system is 64><64><64A3, and
“pairlistdist=13.5" is specified in the control file, Ny is 4x4x4 = 64 in the case of NVT ensemble
and “rigid_bond=YES”. If the users want to use much more CPU cores than Ny ., the number of
OpenMP threads should be increased instead of the MPI processors.

Rigid bond | Ensemble a (B)
NO NVE/NVT 0.0
NO NPT/NPAT/NPgT | 0.6
YES NVE/NVT 2.0
YES NPT/NPAT/NPgT | 2.6

In the MD simulation with the NPT ensemble, these rules become more important, because the box size
(or cell size) can change during the simulation. In fact, the number of domains in each dimension is
initially fixed, but the number of cells can be changed and adjusted to keep the cell size larger than the
half of “pairlistdist + o”. If the box size is decreased during the simulation, and the number of cells in
one dimension of the domain unfortunately becomes one, the calculation stops immediately because of
the violation of the above rule. The users may often encounter this situation if the number of cells in one
dimension of the domain is just two at the beginning of the MD simulation, and the simulation box has
significantly shrunk during the simulation. To avoid such problems, the users may have to use smaller
number of MPI processors (which makes cells larger) or shorter pairlistdist (making much cells in one
domain), or reconstruct a larger system.

If the users encountered the following error message in the simulation, the problem is probably related
to the above rules, where the specified number of MPI processors might exceed Ny ax.

Setup_Processor_Number> Cannot define domains and cells. Smaller or
adjusted MPI processors, or shorter pairlistdist, or larger boxsize
should be used.

In this case, please make sure that one domain can be composed of at least 8 cells. If the domains and
cells are successfully determined, they can be seen in the early part of the log file. The following example
is corresponding to the situation in Fig. 3.2 (b).

Setup_Boundary_Cell> Set Variables For Boundary Condition
domains (x,y,z) = 3 3 3
ncells (x,y,z) = 6 6 6
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3.1.5 Available sections

Fundamental functions in SPDYN and ATDYN are energy minimization (Min), molecular dynamics
method (MD), replica-exchange method (REMD), string method (String), and vibrational analysis (Vib).
As shown in the last part of the previous chapter, the users carry out simulations of these methods by
writing related sections in the control file. The users can extend these fundamental functions by combin-
ing various sections. For example, to run a “restrained MD simulation”, the users add [SELECTION]
and [RESTRAINTS] sections in the control file of the “normal MD simulation”. In fact, there are 17
individual sections in GENESIS version 1.4. The following table summarizes the available sections
in each function. Detailed usage of each section is described in this user guide, and also in the online
tutorials (https://www.r-ccs.riken.jp/labs/cbrt/tutorials2019/).

Table 3.2: Available sections in each algorithm and method

Section Min MD REMD | String | Vib Description
[INPUT] O O O O O Input section
[OUTPUT] O O O O O Output section
[ENERGY] O O O O O Energy section
[BOUNDARY] O O O O O Boundary section
[DYNAMICS] — O O O — Dynamics section
[CONSTRAINTS] — O O O Constraints section
[ENSEMBLE] O O O — Ensemble section
[MINIMIZE] O — — O O Minimize section
[REMD] - O — - REMD section
[RPATH] - - — O — RPATH section
[VIBRATION] — — — — O Vibration section
[SELECTION] O O O O O Selection section
[RESTRAINTS] O O O O O Restraints section
[FITTING] O O O O O Fitting section
[GAMD] — O O — — GAMD section
[QMMM] O O O O O OMMM section
[EXPERIMENTS] O O O — — Experiments section

3.2 Analysis tools

The following programs are available as the trajectory analysis tools in GENESIS. Basic usage of each
tool is similar to that of spdyn or atdyn. The users can automatically generate a template control file for
each program by using the “[program_name] -h ctr]” command. The control file is mainly composed of
INPUT, OUTPUT, TRAJECTORY, FITTING, SELECTION, and OPTION sections. The trajectory files
to be analyzed are specified in the [TRAJECTORY] section, and the parameters used in the analysis are
specified in the [OPTION] section. Note that the required sections are depending on the program. For
example, eigmat_analysis requires only INPUT and OUTPUT sections. Detailed usage of each tool is
described in the online tutorial.
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3.2.1 Trajectory analysis

comcrd_analysis

Analyze the coordinates of the center of mass of the selected atoms.
diffusion_analysis

Analyze the diffusion constant.
distmat_analysis

Analyze the matrix of the averaged distance of the selected atoms.
drms_analysis

Analyze the distance RMSD of the selected atoms with respect to the initial structure.
fret_analysis

Analyze the FRET efficiency.
hb_analysis

Analyze the hydrogen bond.
lipidthick_analysis

Analyze the membrane thickness.
msd_analysis

Analyze the mean-square displacement (MSD) of the selected atoms or molecules.
qval_analysis

Analyze the fraction of native contacts (Q-value).
rg_analysis

Analyze the radius of gyration of the selected atoms.
rmsd_analysis

Analyze the root-mean-square deviation (RMSD) of the selected atoms with respect to the
initial structure.

tilt_analysis
Analyze the tilt angle
trj_analysis

Analyze the distance, angle, dihedral angle, distance of the centers of mass (COM) of the
selected atom groups, angle of the COM of the selected atom groups, and dihedral angle of
the COM of the selected atom groups.
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3.2.2 Principal component analysis (PCA)

avecrd_analysis
Calculate the average structure of the target molecule.
flccrd_analysis

Calculate the variance-covariance matrix from the trajectories and averaged coordinates.
This tool can be also used to calculate root-mean-square fluctuation (RMSF).

eigmat_analysis

Diagonalize the variance-covariance matrix in PCA.
prjcrd_analysis

Project the trajectories onto PC axes.
pcavec_drawer

Create a script for VMD and PyMol to visualize PC vectors obtained from eigmat_analysis.

3.2.3 Trajectory and restart file converter

crd_convert

Convert trajectories to PDB/DCD formats. This tool can do centering of the target molecule,
fitting of a given atom group to the initial structure, wrapping of molecules into the unit cell,
combining multiple trajectory files into a single file, extraction of coordinates of selected
atoms, and so on.

remd_convert

Convert REMD trajectories to those sorted by parameters. Since the trajectory files are
generated from each replica during the REMD simulations, the obtained “raw” trajectories
are composed of “mixed” data at various conditions (replica parameters). remd_convert
enables the users to sort the REMD trajectories by parameters. This is applicable to not only
dcdfile but also energy log files.

rst_convert
Convert GENESIS restart file (rstfile) to the PDB file.
rst_upgrade

Convert old restart file (version < 1.1.0) to that in the new format (version >= 1.1.0).

3.2.4 Free energy calculation

wham_analysis

Free energy analysis using the Weighted Histogram Analysis Method (WHAM).
mbar_analysis

Free energy analysis using the Multistate Bennett Acceptance Ratio (MBAR) method.

pmf_analysis
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Calculate free energy profile using MBAR output.
meanforce_analysis

Calculate free energy profile from RPATH.

3.2.5 Clustering

kmeans_clustering

Carry out k-means clustering for coordinates trajectories

3.2.6 Interface program

dssp_interface

Interface program to analyze the protein secondary structure in the DCD trajectory file using
the DSSP program (https://swift.cmbi.umcn.nl/gv/dssp/).

3.2.7 SPANA

SPANA (SPatial decomposition ANAlysis) is developed to carry out trajectory analyses of large-scale
biological simulations using multiple CPU cores in parallel. SPANA employs a spatial decomposition
of a system to distribute structural and dynamical analyses into the individual CPU core and allows us
to reduce the computational time for the analysis significantly. SPANA is suitable for the analysis of
systems with multiple macromolecules (such as cellular crowding systems) under the periodic boundary
condition.

contact_analysis

Calculate the number of close atomic pairs between given molecules. The close atomic
pairs (or atomic contacts) are defined if the closest atom-atom distance between two macro-
molecules is shorter than given cutoff distance. This program also finds the closest atom
pairs between macromolecule pairs within the cutoff distance.

density_analysis

Calculate 3D density distribution of atoms and output the density in X-PLOR/CCP4/DX
format.

hbond_analysis
Analyze hydrogen bonds
rdf_analysis

Calculate the radial distribution function (RDF) and proximal distribution function (PDF) of
molecules (as solvent) around the target group (as solute). PDF provides density of solvent
as function of the distance to the surface of macromolecules.

sasa_analysis

Calculate solvent accessible surface area (SASA) of the target molecules. This program
outputs not only the total SASA but also the SASA for each atom in the target molecules.
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3.2.8 Other utilities

rpath_generator

Generate inputs for the string method. This tool is usually used after targeted MD simulation
for generating an initial pathway for the subsequent string method.

pathcv_analysis

Calculate tangential and orthogonal coordinates to a pathway from samples.
gmmm_generator

Generate a system for QM/MM calculation from MD data.
emmap_generator

Generate cryo-EM density map from PDB file.

3.3 Parallel I/O tools

SPDYN can be employed with the parallel I/O protocol to achieve massively parallel computation. Since
SPDYN is parallelized with the domain decomposition scheme, each MPI processor has the coordinates
of atoms in the assigned domain. Therefore, large ammount of communication is needed between MPI
processors to write the coordinates in a single DCD file, which is a waste of time in the case of the
simulations for a huge system like 100,000,000 atoms. To avoid such situations, file I/O in each node
(parallel 1/0) is useful. The following tools are used to handle the files generated from parallel I/O
simulations.

prst_setup

This tool divides input files (PDB and PSF) for a huge system into multiple files, where
each file is assinged to each domain. The obtained files can be read as restart files in the
[INPUT] section. Note that prst_setup is not compiled with Fujitsu compilers. Therefore,
if the users are going to perform MD simulations with parallel I/O in Fujitsu supercomputers,
the users must create the files without using Fujitsu compilers elsewhere in advance. Even
if prst_setup and SPDYN are compiled with different compilers, there is no problem to
execute SPDYN with parallel 1/0.

perd_convert

Convert multiple trajectory files obtained from the parallel I/O simulation to a single DCD
file. This tool has a similar function to crd_convert.
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INPUT SECTION

4.1 How to prepare input files

In order to run MD simulations, the users have to prepare input files that contains information about
the coordinates of the initial structure as well as topology of the system and force field parameters. The
users first create those input files by using a setup tool, and their filenames are specified in the [INPUT]
section of the control file. GENESIS supports various input file formats such as CHARMM, AMBER,
and GROMACS. Basically, required input files depend on the force field to be used in the simulation.
The following table summarizes the essential input files and setup tools for each force field.

Force field Input files Setup tool

CHARMM top, par, psf, pdb (or crd), str | VMD, PSFGEN, CHARMM-GUI, CHARMM
AMBER prmtop, pdb, (or ambcrd) LEaP

KB Go-model top, par, psf, pdb MMTSB server

All-atom Go-model | grotop, grocrd (or pdb) SMOG server, SMOG2

4.1.1 CHARMM force field

One of the commonly used parameters for biomolecules is the CHARMM force field, which was origi-
nally developed by the Karplus group at the Harvard University [7]. The users can obtain the files that
contain the force field parameters from the CHARMM group’s web site. At this momemt, the latest ver-
sion of the CHARMM force field is C36m [13]. In the download file, there are topology and parameter
files (e.g., top_all36_prot.rtf and par_all36m_prot.prm).

In order to run the MD simulation with the CHARMM force field, the users have to additionally make a
new file that holds the information about the atom connectivity of the “whole” target system. Note that
the topology file (e.g., top_all36_prot.rtf) does not contain such information, because it is designed to
generally define the topology of proteins by dealing with the 20 amino acid residues as “fragments”. In
order to hold the topology information of the target system, the users will create a “PSF” file (protein
structure file). It is commonly used in other MD software, and can be generated from the PDB and
topology files by using VMD/PSFGEN [14], CHARMM-GUI [15], or the CHARMM program [2].

When the PSF file is created, “processed PDB” file is also obtained, where the atom name or residue
name might be changed from those in the original PDB file. The users must use this PDB file as the input
of the MD simulation, because it has a consistency with the information in PSF. Consequently, the users
need four files (processed PDB, parameter, topology, and PSF) as the inputs of GENESIS. These files
are specified in the [INPUT] section of the control file of GENESIS.
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4.1.2 AMBER force field

The AMBER force field has been also commonly used for the MD simulations of biomolecules, which
was originally developed by the Kollman group at the University of California, San Francisco [16]. GEN-
ESIS can deal with the AMBER force fields. Basic scheme to prepare the input files for GENESIS is
similar to that in the case of CHARMM. The users utilize the LEaP program in AmberTools [1]. LEaP
has a similar function to PSFGEN. After building the target system using LEaP, the users obtain PRM-
TOP, CRD, and PDB files. PRMTOP contains the information about parameter and topology of the target
system, and CRD and PDB include the coordinates of atoms in the initial structure. GENESIS uses these
files as the inputs.

4.1.3 Other force fields

GENESIS can deal with coarse-grained (CG) models such as the Go-model [17] and MARTINI [18].
In this case, the users again use external setup tools to build the system and prepare the parameter and
topology files. For the all-atom Go-model [19], the users use the SMOG server [20] or SMOG?2 program
[21], which generates grotop and grocrd files. The grotop file contains the information about parameter
and topology, and the grocrd file includes the coordinates of the initial structure, both of which are the
file formats used in the GROMACS program. For the Karanicolas-Brooks (KB) Go-model [22] [23], the
users use the MMTSB server [24], which generates par, top, pdb, and psf files.

4.2 General input files

topfile

CHARMM topology file containing information about atom connectivity of residues and
other molecules. For details on the format, see the CHARMM web site [25].

parfile

CHARMM parameter file containing force field parameters, e.g. force constants and equi-
librium geometries.

strfile
CHARMM stream file containing both topology information and parameters.
psffile

CHARMM/X-PLOR ‘psflile” containing information of the system such as atomic masses,
charges, and atom connectivities.
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prmtopfile

AMBER ‘PARM’ or ‘prmtop’ file (AMBER?7 or later format) containing information of
the system such as atomic masses, charges, and atom connectivities. For details about this
format, see the AMBER web site [26].

grotopfile

Gromacs ‘top’ file containing information of the system such as atomic masses, charges,
atom connectivities. For details about this format, see the Gromacs web site [27].

pdbfile

Coordinates file in the PDB format. If rstfile is also specified in the [INPUT] section, coor-
dinates in pdbfile are replaced with those in rstfile.

crdfile

Coordinates file in the CHARMM format. If pdbfile is also specified in the [INPUT] section,
coordinates in crdfile are NOT used. However, if pdbfile is not specified, coordinates in
crdfile are used. If rstfile is further specified, coordinates in rstfile are used.

ambcrdfile

Coordinates file in the AMBER format (ascii). If pdbfile is also specified in the [INPUT]
section, coordinates in ambcrdfile are NOT used. However, if pdbfile is not specified, coor-
dinates in ambcrdfile are used. If rstfile is further specified, coordinates in rstfile are used.

grocrdfile

Coordinates file in the GROMACS format (.gro file). If pdbfile is also specified in the [IN-
PUT] section, coordinates in grocrdfile are NOT used. However, if pdbfile is not specified,
coordinates in grocrdfile are used. If rstfile is further specified, coordinates in rstfile are
used. Note that velocites and simulation box size in grocrdfile are NOT used.

rstfile

Restart file in the GENESIS format. This file contains atomic coordinates, velocities, simula-
tion box size, and other variables which are essential to restart the simulation continuously.
If rstfile is specified in the [INPUT] section, coordinates in pdbfile, crdfile, grocrdfile, or
ambcrdfile are replaced with those in rstfile. The box size specified in the [BOUNDARY]
seciton is also overwritten. Note that pdbfile, crdfile, grocrdfile, or ambcrdfile should be still
specified in the [INPUT] section, even if rstfile is specified.

Note that the file format of rstfile was changed after ver. 1.1.0. The rst_upgrade tool enables
us to change the old format used in ver. 1.0.0 or older to the new one.

4.3 Input files for implicit solvent models

eeflfile (for ATDYN only)

If the users employ the EEF1, IMMI1, or IMIC model, the eeflfile should be specified in the
[INPUT] section. This file contains the parameters for the solvation free energy calculation.
Note that the file is not provided in GENESIS, but available in the CHARMM program pack-
age. To get the file, the users first have to download CHARMM, and then find solver.inp and
solvpar22.inp in the support/aspara directory. The corresponding topology and parameter
files are also available in the same directory.

4.3. Input files for implicit solvent models
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4.4 Input files for restraint

reffile

Reference coordinates (PDB file format) for positional restraints and coordinate fitting. This
file should contain the same total number of atoms as pdbfile, crdfile, ambcrdfile, or grocrd-

file.

ambreffile

Reference coordinates (‘amber crd’ file format) for positional restraints and coordinate fit-
ting. This file should contain the same total number of atoms as pdbfile or ambcrdfile.

groreffile

Reference coordinates (‘gro’ file format) for positional restraints and coordinate fitting. This
file should contain the same total number of atoms as pdbfile or grocrdfile.

modefile

Principal modes used with principal component (PC) restraints. This file contains only single
column ascii data. The XYZ values of each atom’s mode vector are stored from the low-
index modes.

localresfile (for SPDYN only)

This file defines restraints to be applied in the system. If you are not an expert of GENESIS,
we strongly recommend you to simply use the [RESTRAINTS] section for restraint instead
of using localresfile.

In localresfile, only bond, angle, and dihedral angle restraints can be defined. In addition, se-
lected atoms in localresfile must exist in the same cell in the domain decomposition scheme.
The restraint energy calculated for the lists in localresfile is NOT explicitly displayed in the
log file. Instead, the local restraint energy is hidden in the conventional bond, angle, and
dihedral angle energy terms of the log file.

The restraint potentials defined in localresfile are given by harmonic potentials:
U(r) =k (r — r0)? for bonds

U(0) = k (6 — 6p)? for bond angles

U(p) =k (¢ — ¢o)? for dihedral angles

Here, 7, 0, and ¢ are bond distance, angle, and dihedral angles, respectively; subscript 0
denotes their reference values; and k is the force constant.

The syntax in localresfile is as follows:

[BOND/ANGLE/DIHEDRAL] atom atom [atom [atom]] k r0®

The users must carefully specify the atom index in this file. The atom indexes in localresfile
must be consistent with those in the other input files such as psffile.

The following is an example of localresfile:
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BOND 139 143 2.0 10.0
ANGLE 233 231 247 3.0 10.0
DIHEDRAL 22 24 41 43 2.0 10.0

4.5 Input files for REMD and RPATH simulations

In the REMD or RPATH simulations, input files (mainly coordinates and restart files) should be prepared
for each replica. In GENESIS, we can easily specify those multiple files in the [INPUT] section. If we
include ‘{}’ in the input filename, {} is automatically replaced with the replica index. For example,
in the case of REMD simulations with 4 replicas, we prepare input_1.pdb, input_2.pdb, input_3.pdb,
and input_3.pdb, and specify pdbfile = input_{}.pdb in the [INPUT] section. This rule is also
applicable to the restart filename.

fitfile (for RPATH only; GENESIS 1.1.5 or later)

Reference coordinates for structure fitting. This file is only used in the string method. For
other cases (MD, MIN, or REMD), reffile, groreffile, or ambreffile is used for reference
coordinates for fitting, and this fitfile is simply ignored, even if it is specified in the [INPUT]
section.

4.6 Examples

MD simulations of proteins in explicit solvent with the CHARMM?36m force field:

[INPUT]

topfile = ../toppar/top_all36_prot.rtf
parfile = ../toppar/par_all36m_prot.prm
strfile = ../toppar/toppar_water_ions.str
psffile = ../build/input.psf

pdbfile = ../build/input.pdb

MD simulations with positional restraint:

[INPUT]

topfile = ../toppar/top_all36_prot.rtf
parfile = ../toppar/par_all36m_prot.prm
strfile = ../toppar/toppar_water_ions.str
psffile = ../build/input.psf

pdbfile = ../build/input.pdb
reffile = ../build/input.pdb

MD simulations of membrane proteins with the CHARMM?36m force field:

[INPUT]

topfile = ../toppar/top_all36_prot.rtf, ../toppar/top_all36_lipid.rtf
parfile = ../toppar/par_all36m_prot.prm, ../toppar/par_all36_lipid.prm
strfile = ../toppar/toppar_water_ions.str

(continues on next page)
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(continued from previous page)

psffile
pdbfile

../build/input.psf
../build/input.pdb

In this case, we specify multiple top and par files for proteins and lipids separated by commas.

If one line becomes very long, backslash ”\ ”” can be used as a line continuation character:

[INPUT]

topfile = ../toppar/top_all36_prot.rtf, \
../toppar/par_all36_na.prm, \
../toppar/top_all36_lipid.rtf

parfile = ../toppar/par_all36ém_prot.prm, \
../toppar/top_all36_na.rtf, \
../toppar/par_all36_lipid.prm

strfile = ../toppar/toppar_water_ions.str

psffile = ../build/input.psf

pdbfile = ../build/input.pdb

MD simulations with the AMBER force field:

[INPUT]
prmtopfile ../build/input.prmtop
ambcrdfile = ../build/input.crd

MD simulations with the all-atom Go-model:

[INPUT]
grotopfile = ../build/input.top
grocrdfile = ../build/input.gro

In this case, we specify grotop and grocrd files obtained from the SMOG server or SMOG2 software.
MD simulation with the EEF1/IMM1/IMIC implicit solvent models (CHARMM19):

[INPUT]

topfile = ../support/aspara/tophl9_eefl.l.inp
parfile = ../support/aspara/paraml9_eefl.1l.inp
eeflfile = ../support/aspara/solvpar.inp
psffile = ../build/input.psf

pdbfile = ../build/input.pdb

MD simulation with the EEF1/IMM 1/IMIC implicit solvent models (CHARMM C36):

[INPUT]

topfile = ../support/aspara/top_all36_prot_eefl.l.rtf
parfile = ../toppar/par_all36_prot.prm

eeflfile = ../support/aspara/solvpar22.inp

psffile = ../build/input.psf

pdbfile = ../build/input.pdb
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REMD simulations starting from the same initial structure:

[INPUT]
topfile
parfile
strfile
psffile
pdbfile

../toppar/top_all36_prot.rtf

. ./toppar/par_all36m_prot.prm
../toppar/toppar_water_ions.str
../build/input.psf
../build/input.pdb

REMD simulations starting from different initial structures:

[INPUT]
topfile
parfile
strfile
psffile
pdbfile

../toppar/top_all36_prot.rtf
../toppar/par_all36m_prot.prm
../toppar/toppar_water_ions.str
../build/input.psf
../build/input_rep{}.pdb

REMD simulations with restarting:

[INPUT]
topfile
parfile
strfile
psffile
pdbfile
rstfile

../toppar/top_all36_prot.rtf
../toppar/par_all36m_prot.prm
../toppar/toppar_water_ions.str
../build/input.psf
../build/input.pdb
run_rep{}.rst

4.6. Examples
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CHAPTER
FIVE

OUTPUT SECTION

GENESIS yields trajectory data (coordinates and velocities) in the DCD file format regardless of the
force field or MD algorithm. GENESIS can also generate a restart file (rstfile) during or at the end of the
simulation, which can be used to restart and extend the simulation continuously. Output frequency of each
file (e.g., crdout_period and velout_period) is specified in the [DYNAMICS] section in the case of the
MD, REMD, and RPATH simulations, or [MINIMIZE] section in the case of the energy minimization.

5.1 General output files

dcdfile

Filename for the coordinates trajectory data. Coordinates are written in the DCD format,
which is commonly used in various MD software such as CHARMM and NAMD. The file-
name must be given in the case of crdout_period > 0. However, if crdout_period =
0 is specified in the control file, no dcdfile is generated, even if the filename is specified in
the [OUTPUT] section.

dcdvelfile

Filename for the velocity trajectory data. Velocities are written in the DCD format. The
filename must be given in the case of velout_period > 0. However, if velout_period
= 0is specified in the control file, no dedvelfile is generated, even if the filename is specified
in the [OUTPUT] section.

rstfile

Filename for the restart data. The rstfile contains coordinates, velocities, simulation box
size, and so on. This file can be used to extend the simulation continuously. In addition,
it can be used to switch the simulation algorithms (e.g., from minimization to MD, from
MD to REMD, from REMD to minimization, etc) The filename must be given in the case
of rstout_period > 0. However, if rstout_period = 0 is specified in the control file,
no rstfile is generated, even if the filename is specified in the [OUTPUT] section.

pdbfile (for ATDYN only)

Filename for the restart PDB file. This file is updated every rstout_period steps.
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5.2 Output files in REMD and RPATH simulations

When the user performs REMD or RPATH simulations, the user must include ‘{}’ in the output filename.

This {} is automatically replaced with the replica index.
remfile (only for REMD simulations)

This file contains parameter index data from the REMD simulation, which is written for each
replica every exchange_period steps. This is used as an input file for the remd_convert
tool to sort the coordinates trajectory data by parameters. The filename must contain ‘{}’,
which is automatically replaced with the replica index. Note that the information about the
parameter index as well as replica index in the entire REMD simulation is written in the
standard (single) output file (see online Tutorials).

logfile (only for REMD and RPATH simulations)

This file contains the energy trajectory data from the REMD or RPATH simulations, which
is written for each replica every exchange_period steps. This is used as an input file for
the remd_convert tool to sort the coordinates trajectory data by parameters. The filename
must contain ‘{}’, which is automatically replaced with the replica index.

rpathfile (only for RPATH simulations)

This file contains the trajectory of image coordinates in the string method, which are refer-
ence values used in the restraint functions. Columns correspond to the collective variables,
and rows are time steps. This data is written with the same timing as the dcdfile. For details,
see RPATH section.

5.3 Output file in GaMD simulations

gamdfile

This file provides GaMD parameters determined during the GaMD simulation. The filename
must be given in the case of update_period > 0in [GAMD] section. The GaMD simula-
tion updates its parameters every update_period, and then updates parameters are output
to gamdfile. The file includes the maximum, minimum, average, and deviation of the total
potential or dihedral potential, which are calculated within the interval update_period.

5.4 Output file in Vibrational analysis

minfofile

This file provides the coordinates and normal mode vectors of the molecules specified for
vibrational analysis. It is used in SINDO for visualizing the vibrational motion. It is also an
input file to start anharmonic vibrational calculations. See Vibration section for the vibra-
tional analysis.

5.2. Output files in REMD and RPATH simulations
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5.5 Output file in FEP simulations

fepfile

This file provides energy differences between adjacent windows in FEP simulations. The
filename must be given in the case of fepout_period > 0in [ALCHEMY] section. How-
ever, if fepout_period = 0 is specified in the control file, no fepfile is generated, even if
the filename is specified in the [OUTPUT] section. If FEP/A-REMD simulations are per-
formed (i.e., both [REMD] and [ALCHEMY] sections are specified in the control file), the
filename must contain ‘{}’, which is automatically replaced with the replica index.

5.6 Examples

For normal MD simulations:

[OUTPUT]
dcdfile = run.dcd
rstfile = run.rst

For REMD simulations:

[OUTPUT]
logfile = run_rep{}.log

dcdfile = run_rep{}.dcd
remfile = run_rep{}.rem
rstfile = run_rep{}.rst

5.5. Output file in FEP simulations
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SIX

ENERGY SECTION

6.1 Force fields
In general, potential energy function is given by:

E(r) =Y Kyb—bo)*>+ > Ke(0 — 60)*

bond angle
+ Y Ky(ltcos(ng—08)+ > Ky l(di— io)
dihedral improper

12 6
(Rmin,ij ) 5 <Rmin,ij )
Tij rij

where K, Ky, Ky, and Ky, are the force constant of the bond, angle, dihedral angle, and improper
dihedral angle term, respectively, and by, 6o, ¢o, and ¢; o are corresponding equilibrium values. ¢ is a
phase shift of the dihedral angle potential, € is a Lennard-Jones potential well depth, R,y ;; is a distance
of the Lennard-Jones potential minimum, ¢; is an atomic charge, €; is an effective dielectric constant,
and r;; is a distance between two atoms. The detailed formula and parameters in the potential energy
function depend on the force field and molecular model.

+ > e

nonbond

qi4;
+ -
Z €175

nonbond

forcefield CHARMM / CHARMM 19 / AMBER / GROAMBER / GROMARTINI / KBGO / CAGO / AAGO
/RESIDCG

Default : CHARMM

Type of the force field used for energy and force calculation. For the AMBER force field, the
scheme used in the GROMACS program package is availble in addition to that used in the
AMBER package. In this case, calculation for the dispersion correction term and truncation
of the non-bonded energy term are different between AMBER and GROMACS.

e CHARMM: CHARMM force field with the all-atom model (CHARMM?22, 27, 36,
36m) [7] [28] [29] [30]

CHARMM19: CHARMM force field with the united-atom model (ATDYN only)
AMBER: AMBER force field with the original AMBER scheme [6]

GROAMBER: AMBER force field with the GROMACS scheme
GROMARTINI: MARTINI model [18] [31]
KBGO: model by Karanicolas and Brooks [22] [23] (ATDYN only)
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* CAGO: Ca Go-model [32] (ATDYN only)
e AAGO: All-atom Go-model [19]
* RESIDCG: Residue-level coarse-grained models (ATDYN only)

6.2 Non-bonded interactions

Calculation of the non-bonded interaction is the most time consuming part in MD simulations. Compu-
tational time for the non-bonded interaction terms without any approximation is proportional to O(N?).
To reduce the computational cost, a cut-off approximation is introduced, where the energy and force
calculation is truncated at a given cut-off value (keyword cutoffdist). Simple truncation at the cut-off
distance leads to discontinuous energy and forces. So it is necessary to introduce a polynomial function
(so called switching function) that smoothly turn off the interaction from another given value (so called
switch cut-off ), which is generally applied to the van der Waals interactions (keyword switchdist). There
are two kinds of switching: “potential switch” and “force switch”. In GENESIS, potential switching
is turned on as the default. However, in the case of the AMBER force field, potential switching is still
turned off, since the original AMBER program package is not using the potential switching. To turn on
the “force switching”, vdw_force_switch=YES must be specified. Note that the cut-off scheme for the
electrostatic energy term is different from that for the van der Waals energy term, where the former uses
a shift function. Such shift is turned on when Electrostatic=Cutoff is specified.

electrostatic CUTOFF / PME
Default : PME

* CUTOFF: Non-bonded interactions including the van der Waals interaction are just
truncated at cutoffdist.

* PME: Particle mesh Ewald (PME) method is employed for long-range interactions.
This option is only availabe in the periodic boundary condition.

switchdist Real
Default : 10.0 (unit : A)

Switch-on distance for nonbonded interaction energy/force quenching. If switchdist is set to
be equal to cutoffdist, switching can be turned off. Switching scheme depends on the selected
force field, vdw_shift, and vdw_force_switch parameters. In the case of AMBER force field,
this switching must be disabled, because the switching function is not available. In the case
of “forcefield = GROMARTINI” and “electrostatic = CUTOFF”, switchdist is used only in
the van der Waals potential energy. The switching-on distance for the electrostatic energy is
automatically defined as 0.0.

cutoffdist Real
Default : 12.0 (unit : A)

Cut-off distance for the non-bonded interactions. This distance must be larger than
switchdist, while smaller than pairlistdist. In the case of the AMBER force field, this value
must be equal to switchdist.

pairlistdist Real
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Default : 13.5 (unit : A)

Distance used to make a Verlet pair list for non-bonded interactions [33]. This distance must
be larger than cutoffdist.

dielec_const Real

Default : 1.0

Dielectric constant of the system. Note that the distance dependent dielectric constant is not
availabe in GENESIS.

vdw_force_switch YES / NO
Default : NO

This paramter determines whether the force switch function for van der Waals interactions is
employed or not. [34] The users must take care about this parameter, when the CHARMM
force field is used. Typically, “vdw_force_switch=YES” should be specified in the case of
CHARMM36.

vdw_shift YES / NO
Default : NO

This parameter determines whether the energy shift for the van der Waals interactions is
employed or not. If it is turned on, potential energy at the cut-off distance is shifted by
a constant value so as to nullify the energy at that distance, instead of the default smooth
quenching function. This parameter is available only when “forcefield = GROAMBER” or
“forcefield = GROMARTINI".

dispersion_corr NONE / ENERGY / EPRESS
Default : NONE (automatically set to EPRESS in the case of AMBER)

This parameter determines how to deal with the long-range correction about the cut-off for
the van der Waals interactions. Note that the formula used for the correction is different
between the GROMACS and AMBER schemes. In the case of the CHARMM force filed,
“dispersion_corr=NONE” is always used.

* NONE: No correction is carried out.
* ENERGY: Only energy correction is carried out.
* EPRESS: Both energy and internal pressure corrections are carried out.
implicit_solvent NONE / GBSA / EEF1/IMM1 / IMIC (ATDYN only)
Default : NONE
Use implicit solvent or not.
* NONE: Do not use implicit solvent model

* GBSA: Use the GB/SA implicit water model (Only available with the CHARMM
or AMBER all-atom force fields in non-boundary condition (“type=NOBC” in the
[BOUNDARY] section). [35] [36]

* EEF1: Use the EEF1 implicit water model (Only available with the CHARMM force
fields in NOBC) [37]

e IMM1: Use the IMMI1 implicit membrane model (Only available with the CHARMM
force fields in NOBC) [38]
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* IMIC: Use the IMIC implicit micelle model (Only available with the CHARMM force
fields in NOBC) [39]

contact_check YES /NO
Default : NO

If this parameter is set to YES, length of all covalent bonds as well as distance between non-
bonded atom pairs are checked at the begining of the simulation. If long covalent bonds or
clashing atoms are detected, those atom indexes are displayed in the log file. If contact_check
is turned on, nonb_limiter is also automatically enabled. If the users want to turn on only
“contact_check”, please specify “contact_check = YES” and “nonb_limiter = NO” explic-
itly. Note that this contact_check does not work in the parallel-io scheme. If you are using
SPDYN, please see also structure_check.

structure_check NONE / FIRST / DOMAIN (SPDYN only)
Default : NONE

If this parameter is set to FIRST or DOMAIN, length of all covalent bonds as well as dis-
tance between non-bonded atom pairs are checked at the begininig or during the simulation.
This option is similar to contact_check, but has an improved capability when the parallel-io
scheme is employed. In SPDYN, we recommend the users to use this option instead of con-
tact_check. Since the structure check spends additional computational time, the users had
better turn off this option in the production run.

* NONE: Do not check the structure
* FIRST: Check the structure only at the beginning of the simulation
* DOMAIN: Check the structure whenever the pairlist is updated
nonb_limiter YES / NO
Default : NO (automatically set to be equal to contact_check)

If this parameter is set to YES, large force caused by the atomic clash is suppressed during
the simulation. Here, the atomic clash can be defined by minimum_contact (see below).
If “contact_check = YES” is specified, this parameter is automatically set to “YES”. If
the users want to turn on only “contact_check”, please specify “contact_check = YES” and
“nonb_limiter = NO” explicitly. This option is basically useful for the energy minimization
or equilibration of the system. However, we strongly recommend the users to turn off this
option in the production run, because suppression of large forces is an “unphysical” manip-
ulation to avoid unstable simulations.

minimum_contact Real
Default : 0.5 (unit : A)

This parameter defines the clash distance, when contact_check = YES is specified. If
the distance between the non-bonded atoms is less than this value, energy and force are
computed using this distance instead of the actual distance.
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6.3 Particle mesh Ewald method

Electrostatic energy in the conventional Ewald sum method is expressed as:

2 2
qiq; erfc(ary;) 2w exp(—|G|”/4a®) qiq; ) qiq; o
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Here, the cut-off scheme can be used for the first term, because it decreases rapidly as distance between
atoms increases. The third term is so called self-energy, and is calculated only once. The second term

can be rewritten as:

expl— 2 O[2

2

where the structure factor S(G) is defined as:

S(G) = Z qi exp(iG - ;)

We cannot employ fast Fourier transformation (FFT) for the calculation of S(G) since atomic positions
are usually not equally spaced. In the smooth particle mesh Ewald (PME) method [40] [41], this structure
factor is approximated by using cardinal B-spline interpolation as:

S(G) = Zq exp(iG - 1) & by (G1)b2(G2)b3(G3)F(Q)(G1, Ga, G3)

7

where b1 (G1), b2(G2), and bs(G3) are the coefficients brought by the cardinal B-spline interpolation of
order n and Q is a 3D tensor obtained by interpolating atomic charges on the grids. Since this Q has
equally spaced structure, its Fourier transformation, F(Q), can be calculated by using FFT in the PME
method.

pme_alpha Real or auto
Default : auto

Exponent of complementary error function. If pme_alpha=auto is specified, the value is
automatically determined from cutoffdist and pme_alpha_tol.

Note: The default of pme_alpha was 0.34 in GENESIS ver. 1.1.0 or former.
pme_alpha_tol Real

Default : 1.0e-5

Tolerance to be used for determining pme_alpha, when pme_alpha=auto is specified.
pme_nspline Integer

Default : 4

B-spline interpolation order used for the evaluation of b1(G1), b2(G2), b3(G3), and Q. The
order must be >= 3.

pme_max_spacing Real
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Default : 1.2 (unit : A)

Max PME grid size used in the automatic grid number determination This parameter is used
only when pme_ngrid_x, pme_ngrid_y, and pme_grid_z are not given in the control file.

pme_ngrid_x Integer
Default : N/A (Optional)

Number of FFT grid points along x dimension. If not specified, program will determine an
appropriate number of grids using pme_max_spacing.

pme_ngrid_y Integer
Default : N/A (Optional)

Number of FFT grid points along y dimension. If not specified, program will determine an
appropriate number of grids using pme_max_spacing.

pme_ngrid_z Integer
Default : N/A (Optional)

Number of FFT grid points along z dimension. If not specified, program will determine an
appropriate number of grids using pme_max_spacing.

pme_multiple YES/NO (ATDYN only)
Default : NO

IF pme_multiple is set to YES, MPI processes are divided into two groups to compute the
PME real and reciprocal parts individually.

pme_mul_ratio /nteger (ATDYN only)
Default : 1

Ratio of the MPI processors for real and reciprocal PME term computations (only used when
“PME_multiple=YES” is specified).

FFT_scheme /DALLGATHER / IDALLTOALL / 2DALLTOALL (SPDYN only)
Default : IDALLTOALL

This is a highly advanced option concerning reciprocal space calculations. Users usually
don’t need to change this option. See ref [42] for details.

Note: Both of ATDYN and SPDYN use OpenMP/MPI hybrid parallel fast Fourier transformation
library, FFTE [43]. The number of PME grid points must be multiples of 2, 3, and 5 due to the restriction
of this library. Moreover, in SPDYN, there are several additional rules, which depends on the number of
processes, in PME grid numbers. In SPDYN, we first define domain numbers in each dimension such that
product of them equals to the total number of MPI processors. Let us assume that the domain numbers in
each dimension are domain_x, domain_y, and domain_z. The restriction condition of the grid numbers
are as follows:

(1) pme_ngrid_x should be multiple of (2* domain_x)
(2) pme_ngrid_y should be multiple of (2* domain_y)

(3) pme_ngrid_z should be multiple of domain_z
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If the given number of PME grid points does not meet the above conditions, the program will automat-
ically reassign suitable grid numbers which are larger than those written in the control input. In such
cases, warning message will be shown in the log file.

6.4 Lookup table

The following keywords are relevant if CHARMM or AMBER force field is used. For a linearly-
interpolating lookup table, table points are assigned at the unit interval of cut-off?/r? and en-
ergy/gradients are evaluated as a function of ba(G2) [11].

F(r?) = Fu(L) + t(Fup(L + 1) — Fap(L))

where

L = INT(Density x 2 /r?)

and

t = Density x 72/r? — L

Linear interpolation is used if “Electrostatic=PME”.

Density is the number of points per a unit interval. Lookup table using cubic interpolation is different
from that of linear interpolation. In the case of cubic interpolation, monotonic cubic Hermite polynomial
interpolation is used to impose the monotonicity of the energy value. Energy/gradients are evaluated as a
function of r2 [44] using four basis functions for the cubic Hermite spline : hoo(t), h10(t), ho1(t), h11(t)

Fap(L —2) + Fiap(L — 1
F(r2) ~ Fan(L — Dhoo(t) + 1200 ); (L — 1)

Ftab(L - 1) + Ftab(L)
2

hio

+ Fan(L)hio(t) +

hn (t)
where

L = INT(Density x 72)

and

t = Density x 72 — L

Cubic iterpolation is used if “Electrostatic=Cutoff”.
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6.5 Generalized Born/Solvent-Accessible Surface-Area model

Implicit solvent model is useful to reduce computational cost for the simulations of biomolecules [45].
The GB/SA (Generalized Born/Solvent accessible surface area) model is one of the popular implicit
solvent models, where the electrostatic contribution to the solvation free energy (AGelec) is computed
with the GB theory [46], and the non-polar contribution (AG,,) is calculated from the solvent accessible
surface area [47]. In the GB theory, solvent molecules surrounding the solute are approximated as a
continuum that has the dielectric constant of ~80. To date, various GB models have been developed. In
GENESIS, the OBC model [35] and LCPO method [36] are available in the calculations of the GB and
SA energy terms, respectively. Note that the GB/SA model is implemented in ATDYN but NOT SPDYN.
The solvation free energy is incorporated into the molecular mechanics potential energy function as an
effective energy term, namely, U = Urr + AGelec + AGpp.

6.5.1 GB energy term

In the GB theory, the solvation free energy of solute is given by

11 exp(=kfi) 4iqj
AG e = —— { i AL A ELEY
T2 g Ew ; fij
where €, and ¢, are the dielectric constants of solute and solvent, respectively, ¢; and g; are the partial
charges on the i-th and j-th atoms, respectively. & is the inverse of Debye length. f;; is the effective
distance between the i- and j-th atoms, which depends on the degree of burial of the atoms, and is given
by

fij = Ti2j + Riltj exp <4Ri}]2j>‘

Here, r;; is the actual distance between the i- and j-th atoms, and R; is the effective Born radius of the
i-th atom, which is typically estimated in the Coulomb field approximation by

111 1
== —dv.

, . 4
R; Pi 4 solute,r>p; T

p; is the radius of the i-th atom (mostly set to the atom’s van der Waals radius), and the integral is carried
out over the volume inside the solute but outside the i-th atom. In the case of an isolated ion, R; is equal
to its van der Waals radius. On the other hand, if the atom is buried inside a solute, R; becomes larger,
resulting in larger f;;. In the OBC model, the effective Born radius is approximated as

11 1
— = — — —tanh(a¥; — fU? + 4 T?),
Ri pz pl ( 3 7 7 7,)

where p; is defied as p; — po (intrinsic offset), and ¥, describes the dgree of burial of the solute atom,

which is calculated from the pairwise descreening function: V; = p; > H (r;5) [48].
J
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6.5.2 SA energy term